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Abstract

Minutiae-based fingerprint recognition systems rely heavily on efficient and
fast image enhancement algorithms. An image thinning is a very important stage of
the image enhancement. A good thinning algorithm preserves the structure of the
origina fingerprint image, reduces the amount of data needed to process and helps
to improve the feature extraction accuracy and efficiency. In this paper we describe
and compare some of the most used fingerprint thinning algorithms. The results
show that the faster algorithms have difficulty in preserving connectivity. Zhang
and Suen’s algorithm gives the least processing time, while Guo and Hall’s
algorithm produces the best skeleton quality. In this paper we propose a modified
Zhang and Suen’s algorithm that is efficient and fast. Some test results show that
the proposed modification better preserves the structure and connectivity of the
original fingerprint image.

Keywords: Fingerprint Recognition, Image Enhancement, Image Thinning;
minutiae.

1. Introduction

Fingerprint image thinning is a very important step in fingerprint recognition algorithms. In this step
the ridge lines of the fingerprint image are transformed to a one-pixel thickness. This process is
fundamental for fingerprint recognition algorithms [2], because the thinned images are easier to
process and reduce the processing time. Thinning does not change the structure of the fingerprint
image: it preserves the locations of the fingerprint ridge and valley features, which makes easier to
identify the global and local features of the fingerprint image (such as Core, Delta, Minutiae points)
that are used for fingerprint classification, recognition and matching [1]. An example of thinned
fingerprint image is shown in Figure 1 below:
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Fig. 1. From left to right: Original fingerprint image; Binarized image and the correeE)ondi ng thinne_d in:age.

An effective and accurate thinning algorithm directly affects the fingerprint feature extraction, the
matching accuracy and the results. The best known thinning algorithms fall into the following two
categories: Iterative and Non-iterative [3].

Iterative algorithms delete pixels on the boundary of a pattern repeatedly until only the unit pixel-
width thinned image remains. Non-iterative distance transformation algorithms are not appropriate
for general applications since they are not robust, especially for patterns with highly variable stroke
directions and thicknesses. Thinning, based on iterative boundary removal, can be divided into
sequential and parallel algorithms. Thinning is mostly done on the binarized image of the fingerprint.
The mostly discussed and described thinning algorithms are based on parallel thinning, as they are
fast and efficient. In this paper we intend to describe and compare the most used iterative fingerprint
thinning algorithms (Zhang-Suen [4], Guo-Hall [2], Abdullaet d [5], R. W. Hall [6]), to understand
their strengths and weaknesses and propose a modified and more efficient algorithm.

2. Concepts

The binary image | is described as a matrix M x N, where x(i, j) represents the binary value of
the pixel (i, j), equal to 1, if the pixel isblack, or O, if the pixel iswhite.
Any pixel which isat distance of 1 fromthe pixel (i, j) isconsidered aneighbor for that pixel.

Connectivity is defined as the number of neighbors to which the pixel is connected:

= 4-connectivity: The pixel is connected to every horizontal and vertical neighbor (see Figure 2a).

= 8-connectivity: The pixels are connected to every horizontal, vertical and diagonal neighbor (see
Figure 2b).
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Fig. 2. Pixel connectivity: (8) 4-connectivity; (b) 8-connectivity.

3. Known Thinning Algorithms

In this chapter some known fingerprint thinning a gorithms are described.
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1. Zhang-Suen’s Algorithm

The Zhang-Suen’s algorithm works using a 3x3sized block. It is an iterative algorithm and it
removes al the contour points of the image except those that belong to the skeleton. The algorithm is
divided into two sub-iterations [4].
The algorithm is described below:
1. While points are deleted, do
2. For al p(i, j) pixels, do
3.1f (@ 2<B(R)<6
(b)) A(R)=1
(c) One of the following is true:
1. P,-P,-P; =0 inodd iteration,
2. P,-P,-P, =0 ineveniteration,
(d) One of the following istrue:
1. P,-P,-PF, =0 inodd iteration,
2. P,-P;-P, =0 ineveniteration,
then
4. Delete pixe p(i, j),
where A(P)) is the number of 0 to 1 transitions in the clockwise direction from PB,, B(R,)is the
number of non-zero neighborsof P, :
B(R)=P,+P,+A +P,.
P, isnot deleted, if any of the above conditions is not met.

The agorithm is fast, but fails to preserve such patterns that have been reduced to 2x 2 squares:
they are completely removed. It also has problems preserving connectivity with diagonal lines and
identifying line endings.

2. Guo-Hall’s Algorithm

The agorithm works using a 2x2 sized block. C(PR,) is defined as the number of distinct 8-
connected components of P, [2]. B(R,) is defined as the number of non-zero neighbors of P: LA
and v symbols are defined as logical Completing, AND, and OR, respectively. N(P,) isdefined as:
N(R) =min{N,(R),N,(P)},
where
N,(R)=(RVvR)+(RVE)+(RvR)+(PVvR),
NZ(P:L) = (Pz Vv Ps) + (P4 Vv Ps) + (Pe Vv P?) + (Pa v Pg)-
N, (P,)and N, (P,) divide the neighbors of B, into four pairs and calculate the number of pairs that
contain one or two non-zero elements.
The algorithm is described below:
1. While points are deleted, do
2. for dl p(i, j) pixels, do
3if (@ C(R)=1
(b) 2<N(P) <3
(c) One of the following is true:
1. (P,v P,vPR)VvP, =0 inodd iteration,
2. (P,vP,vP)AP, =0 ineveniteration,
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then
4. Delete pixel p(i, j) -

When B(P,) =1, P, isanending pointand N(F,) =1. But when B(P,) =2, P, could aso be anon-

ending point. The definition of N(PF,) preserves the ending points and removes the redundant pixel
in the middle of the curve.

Guo-Hall [5] algorithm is more precise than Zhang-Suen’s [4] algorithm, but it needs more
computational time to execute.

3. Abdulla et al’s Algorithm

The algorithm uses a 3x 3 sized block and consists of two sub-iterations [5]. The first sub-iteration
scans the image horizontally using a 3x4 sized block (Fig. 3a). Any two points, which are
horizontally adjacent to each other and horizontally isolated from other pixels, are deleted. The
second sub-iteration scans the image vertically using a 4x 3 sized block (Fig. 3b). Any two points,
which are vertically adjacent to each other and vertically isolated from other points, are deleted.
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Fig. 3. (8) 3x 4 sized block; (b) 4x 3sized block.

The algorithm is described below:
1. While points are deleted, do
2. for al pixels p(i, j) do
3. First iteration:

4.if (@ PyAP, =1or
(b) SP, AP, =1or
© [(P, A 53)\/(P3 A 52)\/ 59]/\[(55 ARV (B A 56 AP]=1
then
5. Delete pixel P,
6. Where P, =P,vP,vP, $,=P,vRVvP, , A and v are defined as
logical Completing, AND, OR, respectively.
7.if P, isnot deleted
then
8.if (P, APy) v (R AR,)=1
then
9. Delete pixel P,.
10. Second iteration:

11.if (@ SP,, AP, =1or
(b) S,,AR=1or
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© [(F; A E)V(Pﬂ/\ 58\/ E9]/\[(§4 AN 54 AP)I=1
then
12. Delete pixel P,.

13. where SP,, =P,vPR,vP, P,,=P,vP,vP, , A and v are defined as
logical Completing, AND, OR, respectively:
14.if B isnot deleted
then
15. if (57 ARV (55 APp) =1
then
16. Delete pixel P.

4. R.W. Hall’s Algorithm

The algorithm [6] consists of two parallel sub-iterations, functions first identifying in parallel al
deletable pixels and then deleting in paralel al those deletable pixels except certain pixels which
should be maintained to preserve the connectivity in an image.
The algorithm is described below:
1. While pixels are deleted, do
2. for al pixels p(i, j) do
3. Determine whether p(i, j) should be deleted
4.if (@ 1<B(P)<7
(b) P,'s 8-neighborhood contains exactly one 4-connected component of 1’s.

then
5. p(i, j) should be deleted
6. for al p(i, j) pixels, do
7.if (8 P, =Py =1and P, isdeletable,

(b) P, =F, =1and P, isdeletable,

(c) P,,P;, P are deletable,
then
8. Do not delete pixel p(i, j) .
The above-mentioned conditions preserve local connectivity, end-pointsand 2 x 2 sized patterns.

4. Comparison of the Algorithms

During the comparison, the evaluation was based on the following criteria: connectivity, spurious
branches, convergence to unit width and data reduction efficiency/computational cost.

Connectivity preservation of a fingerprint pattern is a crucial fingerprint recognition, as the
disconnected patterns may produce false minutiae points.

Spurious branches also produce false minutiae points. Some post processing operations may be
applied to remove spurious branches, but it will cost extra processing operations and execution time.
A perfect skeleton must be unitary, meaning that it does not contain any of the patterns given in
Figure 4.
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Fig. 4. Patterns of non-unitary skeletons.

Jang and Chin [7] introduced a measure m, to compute the width of the thinned S, skeleton:

Ar Y Ska :|

1<k<4
Area[S, |
where Area[ ] is the operation that counts the number of pixels with the value of 1. If m, =1, then
S,, isaperfect unitary skeleton [7].

An effective thinning algorithm should also be fast. A measure to evaluate both the data reduction
efficiency and the computational cost was defined by Jang and Chin [7] as:

m, - min[L AreaS] Area[sm]}

n- Area[ S]
where n is the number of paralel operations required to converge, and Sis the original input image.
This measure has a value between 0 and 1. The larger value means the higher efficiency [7]. To
compare the above described algorithms, they have been applied to thin five different images, shown
in Figure 5. The results of the values m, and m, aregivenin Table 1.
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Fig. 5. Five different fingerprint images used for comparing the thinning algorithms: (1) 276x408 pixels; (2)
408x480 pixels; (3) 264x264 pixels; (4) 336x336 pixds; (5) 420x600 pixels.
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Table 1: Results of the tests.

. Results |
Image Algorithm = = |
= Abdullaet.d 0.996 0.117
1 =  Guo-Hall 0.998 0.062
= Hal 0.991 0.083
= Zhang-Suen 0.698 0.129
= Abdullaet.d 0.974 0.120
5 =  Guo-Hal 0.997 0.065
= Hal 0.988 0.085
= Zhang-Suen 0.790 0.137
= Abdullaet.d 0.997 0.122
3 =  Guo-Hall 0.998 0.061
= Hdl 0.999 0.084
= Zhang-Suen 0.864 0.130
=  Abdullaet.d 0.978 0.105
4 =  Guo-Hal 0.993 0.056
= Hadl 0.993 0.079
=  Zhang-Suen 0.747 0.115
= Abdullaet.d 0.985 0.118
5 =  Guo-Hal 0.997 0.064
= Hadl 0.993 0.085
= Zhang-Suen 0.695 0.134

The results show that Guo-Hall’s algorithm best preserves the structure of the image, but the
efficiency and speed are low, giving the result of m, =0.062, a comparatively low value. Zhang-
Suen’s algorithm is most frequently used in literature and shows an average m, =0.129. But in

some cases it does not preserve the structure of the image and even removes some ridges and end-
points[8].

5. Proposed M odification

We propose a dight modification to the Zhang-Suen’s algorithm, as it is the most efficient one. The
proposed modification improves and preserves the structure of the image and stops an unwanted

removal of lines and end-points. In the original agorithm the end-points are detected by A(R) =1,
but it does not apply to diagonal ridges that have 2 pixel thickness, asin that case A(P)=2.The
following conditions can be added to Zhang-Suen’s algorithm to eliminate those problems: In odd
iterations: when A(F,) = 2, the following conditions are checked:
In odd iterations: when A(F,) = 2, the following conditions are checked:

1. PsxPs=1andPy=0or

2. PyxPy=1landP3xP,xPg=1

In even iterations: when A(P;) = 2, the following conditions are checked:
1. P,xPg=landPs=0or
2. PeXPngandﬁ3xﬁ4xﬁ7=1

These conditions are added to avoid deleting diagonal lines and preserve connectivity.
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The modified algorithm is described bel ow:

1. While points are deleted, do
2. for dl p(i, j) pixels, do
3.if 2< B(P) < 6
4.if A(P)=1and
(a) One of the following istrue:
1. P, x P4 X Ps=0in odd iteration,
2. P, x P, x Pg=0ineven iteration,
(b) One of the following istrue:
1. P4 x Psx Ps=0in odd iteration,
2. P, x Ps x Ps = 0ineveniteration,
then
5. Delete pixd p(i, j).
6. elseif A(P;) =2and
(a) One of the following is true:
1. P, xPs=1and Py =0, in odd iteration,
2.P,xPs=1and Ps=0, in even iteration,
(b) One of the following istrue:
1.P;xP,=1and P; x P, x Pg = 1 inodditeration,
2.PsxPg=1and P; x P, x P, = 1, in eveniteration,
then

5. Delete pixd p(i, j).

where A(P;) is the number of O to 1 transitions in the clockwise direction from Py, B(P,) is the
number of non-zero neighbors of P;:
B(P)=PR,+P,+A +F,.
P; isnot deleted, if any of the above conditionsis not met.
After adding the above-mentioned conditions, Zhang Suen’s algorithm preserves the structure and

fairly maintains connectivity. A comparison of skeletons produces the original agorithm and the
modified version shown in Figure 6, where the corresponding minutiae points are also shown:

Zhang-5uen Modfied £nang-suen Unginal

Fig. 6. Left to right: Modified and original versions of Zhang Suen’s algorithm
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A noticeable improvement in maintaining structure and connectivity can be seen. The modified
agorithm has been applied to thin five different images, shown in Figure 5. The results of the values
m,; and my are given in the table below:

Table 2: Results of the tests

Image Results
my md
1 0.897 0.130
2 0.943 0.132
3 0.976 0.143
4 0.935 |0.113
5 0.896 0.136

The modified algorithm shows a noticeable improvement with average my= 0.929 and an average
mg = 0.130.

6. Conclusion and Future Work

In this paper we discussed the most frequently used fingerprint thinning algorithms and showed their
comparisons. Zhang Suen’s [4] algorithm proves to be the most efficient one, and with the proposed
modification it shows the best result among all with respect to the comparison criteria. As to the next
step, a creation of a fingerprint recognition software solution based on minutiae matching and the
proposed thinning algorithm are planned.
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HoBbIi JITOPUTM YTOHYEHUA |/|3o6pa>|<eH|/||7| oTreyaTKoB rMasibLEeB

. KoyapsH
AHHoTauusa

CucTeMbl pacno3HaBaHWs OTMEYaTKOB NasibLeB, B OCHOBHOM OMUPAKOTCH Ha alropuUTMbl,
KOTOpble 3PMEKTUBHO N BLICTPO YNYULLAKT U3006paKEHNE. YTOHUYEHME N306paXKeHNs ABNSETCA
OYeHb BaXHbIM 3TarnoM B Y/y4lleHUN K306pakeHns. XOpOoLIMA YTOHYAIOLWMIA anropuTMm
COXPaHsieT CTPYKTYpYy OPWUIMHa/IbHOrO UN300paXKeHWs OTNeyaTKoB MasibLeB, YMeHbLUaeT
KOMIMYECTBO [aHHbIX He0OXOAMMbIX A/11 06paboTKM U ynydllaeT TOYHOCTb M 3PHEKTUBHOCTD
13B/IeYEHNS XapaKTePHON YepTbl OTneyaTka B gaHHOM paboTe Mbl ONUCLIBAEM U CPaBHMBAEM
HEKOTOpPble M3 Haubonee 4acTO MCMOMb3YeMbIX &IrOPUTMOB YTOHUEHMS  M306paXKeHNS
OTMeYaTKoB NasbLeB. Pe3ynbTaTbl MOKa3blBAKOT, YTO ObICTPble aIfOPUTMbI M10X0 COXPAHAOT
COeIMHUTENbHOCTb. ANroputM Zhang 1 Suen 06pabaTbiBaeT B HamKpaTyaiLLMii NPOMEXYTOK
BpemeHu, a anroputM Guo 1 Hall nponssogut Hamny4llee KayecTBO ckeneta. B faHHOI paboTe
Mbl npeffaraeM MOAUMULMPOBAHHLIA anroputM Zhang ©  Suen, KOTOpbIA paboTaeTt
3(pheKTMBHO U ObICTPO. Pe3ynbTaTbl TECTOB MOKa3biBAlOT, YTO NpenfiaraeMas Moaugukaums
NyuLlie COXpPaHseT CTPYKTYPY U COEAMHUTEIbHOCTb OPUTMHATILHOTO M306paXKeHUs OTMeYaTKoB
nasbLes.



